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1. Abstract

The human brain undergoes constant motion and defor-
mation due to a range of physiological dynamics. Blood
vessels pulsation, together with cerebral spinal fluid (CSF)
motion, apply changing pressure on brain tissue, which in
turn, results in small motions and deformations [1, 2]. The
physiological and biomechanical response of the human
brain in vivo is thought to be altered in various neurological
disorders [3, 4]. Thus, the ability to observe the manifesta-
tion of these disorders in the form of altered brain motion
is thought to be of great interest. In this work, we propose
the use of motion magnification and optical flow algorithms
to observe subtle changes in brain ventricles in MR images.
Our new processing methodology may open up exciting ap-
plications for neurological diseases that affect the biome-
chanics of the brain ventricles and brain fluids.

2. Introduction

Magnetic resonance imaging (MRI) is a powerful, non-
invasive diagnostic medical imaging technique widely used
to acquire detailed information about anatomy and function
of different organs in the body, in both health and diseases
[5]. Cardiac gated (‘cine’) MRI enables the acquisition of
short video clips of brain tissue during the cardiac cycle [6].
Recently, amplified Magnetic Resonance Imaging (aMRI)
has been introduced as a new brain motion detection and vi-
sualization method [7, 8], which enables one to dramatically
amplify the brain tissue response due to blood pulsation and
cerebrospinal fluid (CSF) motion. aMRI takes as an input a
‘cine’ MR data and uses phase based motion magnification
algorithms [9] in order to reveal the sub voxel motion.

Optical flow algorithms enable the visualization and
qualitative quantification of the apparent motion field [10],
and can be applied to the amplified MRI data in order to
characterize the brain ventricles motion. This could help
understand the dynamics of what drives the passage of CSF
through the ventricular system, and the extracellular fluid
within the brain tissue, and open up exciting applications
for a range of diseases and disorders that affect the biome-
chanics of the brain and brain fluids. These maps were visu-

ally compared alongside PC-MR for their ability to capture
the predominant brain tissue displacement which typically
occurs in the cranial-caudal direction around the midbrain
region.

3. Background/Related Work

Visualization of brain motion during the cardiac cycle
with striking details was only recently achieved by ampli-
fied Magnetic Resonance Imaging (aMRI) [7, 8]. Before
that, several methods have been introduced in order to visu-
alize this pulsatile motion. Phase-contrast MRI, which uses
a set of bipolar gradients to encode blood/brain velocity
combined with cardiac synchronization, achieves high tem-
poral resolution and enables the measurements of the brain
tissue motion, blood and CSF flow [11]. A more recent
quantitative tissue motion imaging technique, Displacement
Encoded imaging with stimulated echoes (DENSE) MRI,
encodes tissue displacement in the phase of the stimulated
echo [12]. aMRI has advantages over both phase-contrast
and DENSE-MRI since it has a shorter scan time. aMRI
also has a higher temporal resolution than phase-contrast
MRI, does not require phase-encoding in multiple direc-
tions to capture the full extent of brain motion, and is in-
dependent of the velocity encoding gradient aliasing effect.

4. Technical Approach

4.1. Data collection

Volumetric cardiac gated cine MRI datasets was shared
by Matai institution in New Zealand (https://matai.org.nz).
Scans were performed on volunteers using a 3T SIGNA Pre-
mier system (GE, USA), SuperG Gradients (80 mT/m @
200 T/m/s), and a 46-channel head coil. The parameters
for the 3D volumetric cine FIESTA sequence were as fol-
lows: FOV = 23cm2, matrix size = 256 x 256, TR/TE/flip-
angle = 2.9ms/1ms/25°, Hyperkat 8 acceleration, partition-
thickness of 1.2mm (resolution of 1.2 x 1.2 x 1.2mm), pe-
ripheral pulse gating. 116 slices were used for whole brain
coverage and retrospectively binning to 20 cardiac phases
was applied. The 3D volumetric cine FIESTA sequence
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took approximately 2.5 minutes. In total. 5 volumetric data
sets were shared.

In order to compare qualitatively the optical flow maps
to a ground truth another data set of cine PC-MRI data and
3D volumetric aMRI data on a same volunteer using the
3T GE Signa system, with the following parameters: FOV
= 23cm2, velocity encoding = 1cm/s, matrix size = 256 x
256, TR/TE/flip-angle = 50ms/12ms/10°. Phase-encoding
was performed in the R-L direction in the axial plane, and
in the S-I direction for the sagittal and coronal planes. The
resulting images were masked to remove the background
noise and highlight the brain motion in these directions of
interest.

4.2. Motion magnification

aMRI is based on the Eulerian perspective for the flow
field, where the properties of a voxel of fluid, such as pres-
sure and velocity, evolve over time. This differs from the
Lagrangian perspective, where the trajectory of particles is
tracked over time. In the Eulerian approach to motion mag-
nification, the motion is not explicitly estimated, but rather
magnified by amplifying temporal intensity changes at fixed
voxel [8], assuming that the motion is subtle (sub-voxel).

aMRI starts by decomposing the data into scales and ori-
entations using the 3D steerable pyramid. Initially the im-
age is separated into low and high-pass subbands. The low-
pass image is then divided into 6 oriented bandpass sub-
bands and a lower-pass subband. This last one is then sub-
sampled by a factor of 2, both in the x, y and z directions.
The recursivity is achieved by inserting another level of de-
composition in the lower branch.

The scales (levels) basis functions are band pass filters in
the frequency domain. They are calculated in polar coordi-
nates by multiplying a low pass filter Ls−1 of the previous
scale with a high pass filter Hs of the current scale. The
low pass and high pass filters for each scale are given by the
following equations:

Hs(r)



1, r
s ≥ 1

∣∣∣cos(π2 log2( rs))∣∣∣ , 0.5 < r
s < 1

0, 0 < r
s ≤ 0.5

(1)

Ls(r) =



0, r
s ≥ 1

∣∣∣sin(π2 log2( rs))∣∣∣ , 0.5 < r
s < 1

1, 0 < r
s ≤ 0.5

(2)

Figure 1. The amplified MRI (aMRI) algorithm pipeline. The
volumetric/multi-slice cine MRI is decomposed by the 3D com-
plex steerable pyramid into scales and orientations. The colors
represent the frequency response of the different filters (scales and
orientations). Each filter is a bandpass with specific orientation
and satisfies equation 5. The phases of the decomposition are sep-
arated from the amplitude component, and independently tempo-
rally band pass filtered at each spatial location, orientation, and
scale. The filtered phases are then “spatially” filtered again to in-
crease the phases SNR using amplitude-weighted Gaussian spatial
smoothing, and then multiplied by an amplification parameter and
added to the original amplitude component. The 4D data is then
reconstructed to produce an amplified 4D movie.

Where s is the scaling factor of the level, and the band
pass filter for the level is given by,

Bs(r) = Hs(r)× Ls−1(r) (3)

The angular filters are the 3D cones oriented along the
six vertices of cuboctahedron (Table 1) and satisfy the fol-
lowing equation in the frequency domain:

Bj(kx, ky, kz) =
(αjkx + βjky + γjkz)

2

k2x + k2y + k2z
, (4)

j = 0, 2, ..., 5
Where αj , βj and γj are the direction of the axes of

symmetry of the six basis filters Bj . The resulting filter in
the frequency domain (Figure 1) for each level and orienta-
tion is given by:

As,j(kx, ky, kz) = Bs(r)×Bj(kx, ky, kz) (5)

Where, r =
√
k2x + k2y + k2z

And every scale and orientation in the decomposition is
constructed as follow:

Is,j(x, y, z) = F−1

{
F
{
I(x, y, z)

}
×As,j

}
(6)

Where s and j are the scaling factor and orientation di-
rection respectively, F

{
I(x, y, z)

}
is the Fourier transform
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of the image, and F−1 is the inverse Fourier transform. The
steerable pyramid decomposition outputs a complex num-
ber (amplitude and phase) at each scale and orientation. The
phases are temporarily band-passed in order to isolate the
cardiac temporal frequency and to remove any DC com-
ponent. In addition, in order to enable motion magnifica-
tion with minimal noise artifacts, the band-passed phases
are spatially filtered with an amplitude-weighted Gaussian
smoothing filter. Next, the band-passed phases are multi-
plied by a user-defined amplification factor, α, and added to
the original phase component. Attenuation of motion of the
other temporal frequencies is achieved by adding the band-
passed phases to a reference phase image/volume, which in
our case was chosen to be the first volume. The volume
is then reconstructed to synthesize an amplified 4D movie
with the desirable range of temporal frequencies.

The following parameters were used: amplification fac-
tor α = 25, band-pass filter of the heart rate frequency
(±0.1) in addition to attenuating the motion related to all
other temporal frequencies, and amplitude-weighted Gaus-
sian smoothing with σ = 5. The amplification factor α
was chosen according to the original 2D aMRI [8] study as
δ(t)α < λ

2 , where δ(t) is a displacement function, and λ is
the spatial wavelength. By assuming a maximum displace-
ment of the brain stem (midbrain, pons, and medulla) of
approximately δ(t) = 187 µm [13], and minimum resolve
wavelength λ = 4×2.4mm (amplitude-weighted Gaussian
smoothing), we chose an α within the boundary α < 25.6,
that supports sufficient amplification and with minimum ar-
tifacts and distortions.

4.3. Optical Flow

Once the amplification process is complete, the next step
is to generate optical flow maps by applying the Farneback
optical flow algorithm to our aMRI data. These optical flow
maps will not only provide a clear visualization of the am-
plified motion, but will also capture the predominantly mid-
brain tissue displacement. The Farneback algorithm evalu-
ates changes within a relatively small, neighborhood of each
data vector using the following steps [10]:

1. Model the aMRI image with polynomial basis func-
tions which are weighted by an applicability function
that determines the neighborhood’s importance

2. Use the modeled signal to find the optimal position and
orientation needed to align a floating image f2 to a ref-
erence image f1

3. Using the orientation tensors, compute displacement
between the two images

Step 1 involves using signal decomposition techniques
to locally decompose the aMRI images. Using normalized

Figure 2. Multiscale Iterative Pyramid for Optical Flow [10, 14]

convolution and polynomial basis functions, the images can
be approximated using the following polynomial:

f(x) ∼ xTAx+ bTx+ c (7)

where A is a symmetric matrix, b is a vector, and c is a
scalar [10]. Estimates for the polynomial coefficients can
be found by fitting the polynomial for each image using
weighted least squares within a neighborhood [10].

After solving for the polynomial basis functions, steps 2
and 3 involve exploring the relationship between the float-
ing image f2 the reference image f1. The relationship be-
tween the two images can be modeled using the following
equation:

f2(x) = f1(x− d) (8)

where d represents the displacement vector between the
two images [10]. Equation 7 can be used to further expand
Equation 8 and help solve for the displacement between the
two images over the neighborhood region. The mathemati-
cal details can be found in [10], but ultimately the displace-
ment vector is determined to be:

d = −1

2
A−1

1 (b2 − b1)

This registration process can be repeated across a multi-
scale iterative pyramid from lowest to highest resolution in
order to achieve a large range of transformation [10].

As seen in Figure 2 [10, 14], the resolution increases as
we move to lower levels of the pyramid and at each level
of the pyramid, the Farneback algorithm is performed us-
ing the corresponding resolution of the level in order to cal-
culate the displacement vector. The displacement tracking
starts at the lowest resolution level and the result of each
preceding level is used to form an initial guess for point
locations in the next level [10]. This process continues to
track the displacement at higher resolution levels until the
original image resolution is reached, ultimately leading to a
fully developed optical flow map [10]. Algorithm parame-
ters such as the neighborhood size, filter size, and number
of pyramid levels can be altered to help enable the algorithm
to [10, 14]:
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• Handle larger pixel motions

• Yield more robust estimation of optical flow

• Become more robust to image noise

• Handle fast motion detection

As mentioned in Section 2, the evaluation of the motion
will be conducted qualitatively, by using PC MRI (which
provides information about the velocity field) in order to
produce vector directions. The velocity changes seen in PC
MRI can be used to generate videos which will be treated
as ground truth and compared against the optical flow maps
produced by the Farneback algorithm.

5. Experiments
A dataset of 5 volumetric gated cine magnetic resonance

images (MRI) of the brain was shared by the Matai institu-
tion in New Zealand. Each of the 5 data sets was processed
by the Amplified MRI algorithm. After, The optical flow al-
gorithm (Farneback algorithm) was applied on the amplified
data, and the evaluation of the motion was conducted qual-
itatively, by using Phase Contrast (PC) MRI, a well known
velocity encoding acquisition. The velocity changes seen in
PC MRI can be used to generate videos which was treated
as ground truth and compared against the optical flow maps
produced by the Farneback algorithm.

5.1. Amplification experiments

The first part was to test the implementation of the algo-
rithm. Figures 3, together with the video link: https://
web.stanford.edu/˜iterem/axial.mov , show
that the aMRI algorithm was implemented correctly. Am-
plification of sub voxel motion due to heart pulsation is
clearly seen in all three planes (sagittal, coronal and ax-
ial), where without amplification (original data) no motion
is seen. In order to visualize the amplification in the form
of an image, we calculate the difference maps (figure 3)
from two frames which exhibited the maximum displace-
ment (frame 1 and frame 10).

The second step was to optimized the parameters of mag-
nification algorithm. As was stated in the motion magnifica-
tion section (4.2) there are 3 main parameters that affects the
results: Temporal frequencies band, amplification factor,
and smoothing parameters. In this work we focused on the
heart rate frequency, so we band-pass filter the heart rate fre-
quency (±0.1) in addition to attenuating the motion related
to all other temporal frequencies. The amplification factor
was chosen according to the mathematical analysis that was
introduce in the motion magnification section (4.2). In addi-
tion, in order to verify that the mathematical derivation yield
good approximation, we tested different amplification fac-
tors α = [15253040] together with different smoothing fac-
tors σ = [2.5, 5, 7.5, 10] and inspected the magnify motion

Figure 3. aMRI output. (a) anatomical reference, and difference
maps for (b) unamplified, (c) aMRI. Difference maps were calcu-
lated from two frames which exhibited the maximum displacement
(frame 1 and frame 10). aMRI captures the complete motion, par-
ticularly in the axial plane where the ‘piston-like’ motion. (white
arrow).

by looking for motion artifacts and noise. The two param-
eters were tuned together because the amount of smoothing
is directly related to the amount of possible amplification.
Where larger smoothing enable larger magnification, but
with lower resolution (large smoothing result in loosing mo-
tion of higher spatial wavelength). Figure 4 depict an exam-
ple of this analysis, where we see motion artifacts that are
caused by larger magnification factor (α40), when choosing
smoothing factor of σ5. We noticed that while small ampli-
fication factor does not result in motion artifact, the motion
was difficult to perceive. On the other hand, larger amplifi-
cation factor resulted in significant motions artifacts (figure
4). We found that the combination of amplification factor of
α = 25 and amplitude-weighted Gaussian smoothing with
σ = 5 yield enough motion, with minor motion artifacts as
was suggested by the mathematical derivation.

5.2. Optical Flow experiments

In order to generate optical flow maps that accurately
represent the motion of the brain ventricles, we ran exper-
iments with different parameters of the Farneback optical
flow algorithm on the aMRI images. The first experiment
that we ran involved altering the Gaussian filter size while
keeping all other parameters of the algorithm fixed. The
Gaussian filter is a n × n filter that is used to average
over neighborhoods after the displacement is computed
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Figure 4. Comparison between two different amplification factors.
(a) the original MRI video, (b) the same video amplified with am-
plification factor of 25 and (c) with 40. As can be seen (red arrows)
motion artifacts exist in the movie with 40 amplification factor
compared to 20

[14]. Due to the structure of the Gaussian filter, pixels
near the border are weighted less because the Farneback
algorithm assumes that the coefficients of the polynomial
estimated during the polynomial expansion transform are
less accurate near the border [14]. Ultimately, the goal
of the filter is to reduce image noise and theoretically,
increasing the filter size allows the Farneback algorithm to
better handle image noise and fast motion detection [14].

We experimented with 3 different Gaussian filter sizes:
3 × 3, 9 × 9, and 15 × 15 (dimensions are in pixels).
From the first row of Figure 7 (Figures 7a, 7b, 7c), we can
see that with the smallest filter size (3 × 3), majority of
the displacement vectors are centered over the ventricle
region in Figure 7a. This is a good sign because it means
that the algorithm was able to recognize that majority of
the motion occurs in the ventricle region. However, the
magnitude of most of the displacement vectors is quite
small and there is also a large displacement vector in the
bottom right of the ventricle region which incorrectly
indicates that there is a overwhelmingly large motion in
the bottom right part of the brain ventricle compared to
other parts of the ventricle. Due to these inconsistencies,
we decided to increase the filter size to 9 × 9 and 15 × 15.
With the 9 × 9 Gaussian filter, we are able to gather more
information about the ventricle motion and overall brain
motion because more displacement vectors appear in the
ventricle region and the surrounding regions (See Figure
7b). The inconsistencies in vector magnitude that appeared
with a smaller filter size are also not apparent when using
a 9 × 9 filter size. Our best results came from using the
15 × 15 Gaussian filter size. From Figure 7c, we can
see that the 15 × 15 Gaussian filter not only shows the
motion within the ventricles, but also shows the motion
of the brain region adjacent to the brain ventricles. This
figure provides more context about the overall brain motion

Figure 5. Optical flow maps calculated from aMRI for (a) sagit-
tal, (b) coronal, and (c) axial planes. Here we show successive
phases of motion at approximately third intervals of cardiac cycle.
The optical flow maps capture the brain tissue motion over time
and display the physical change in shape of the ventricles by the
relative movement of the surrounding tissues.

compared to smaller filter sizes. As a result, we decided to
use a 15×15 Gaussian filter for our final results in Figure 5.

In addition to filter size, we also experimented with pixel
neighborhood size. Theoretically, increasing the neigh-
borhood size helps to blur the motion in the Farneback
algorithm, yielding a more robust optical flow estimation
[14]. We experimented with 3 different neighborhood
sizes: 3× 3, 9× 9, and 15× 15 (dimensions are in pixels).
From Figures 7d and 7e, we can see that using smaller
neighborhood sizes (3× 3 and 9× 9) only seems to capture
small amounts of local motion within the neighborhood
and fails to recognize the large amount of motion stemming
from the brain ventricles. Furthermore, Figures 7d and
7e also generate displacement vectors outside of the brain
slice. Increasing the neighborhood size to 15 × 15 allowed
for the Farneback algorithm to generate polynomials for
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Figure 6. Optical flow maps calculated from the amplify (a) and
original(b) videos. As we can see the optical flow maps of he
original video contain significant errors and does not resemble the
real motion.

each neighborhood that better captured the overall brain
ventricle motion and ignored the smaller, local motions in
the surrounding regions. As a result, we decided to use
a 15×15 neighborhood size for our final results in Figure 5.

The last parameter we explored was the number of
pyramid levels that the algorithm utilizes. Each pyramid
level runs the Farneback algorithm using a different image
resolution. This process helps to better represent large
displacements between image frames [10]. We tried using
3, 5, and 7 pyramid levels. Interestingly, increasing the
number of levels had little to no effect on the optical flow
maps (Figures 7g-7i). A reason for this result could be that
the displacement between frames of the aMRI images were
not large enough to need more pyramid levels. As a result,
we arbitrarily decided to use 7 pyramid levels for our final
results in Figure 5.

Once we were able to set our optical flow algorithm
parameters, we were able to use the aMRI images to
generate optical flow maps for different image planes and
at various intervals of the cardiac cycle. Figure 5 together
with the video link: https://web.stanford.edu/

˜iterem/Supporting_Video_S8.mp4 shows the
optical flow maps for the sagittal (Figure 5a), coronal
(Figure 5b), and axial planes (Figure 5c) each of which
are displayed at three different points in time. We chose
to color code these optical flow maps in order to better
demonstrate the difference in magnitude between the
displacement vectors. The optical flow maps for each of
these planes not only allow us to observe the brain tissue

Figure 7. Optical flow maps with different parameters calculated
from aMRI. First row (a,b,c) with different Gaussian filter sizes
[3,9,15] respectively. Second row (d,e,f) with different neighbor-
hood sizes [3,9,15] respectively. Third row (g,h,i) with different
pyramids levels [3,5,7] respectively. As we can see the pyramid
size was not affecting the result significantly compare to the Gaus-
sian and the neighborhood sizes.

motion over time, but also allow us to visualize the physical
change in shape of the ventricles by the relative movement
of the surrounding tissue. The maps also reveal information
about parts outside of the brain. For example, in Figure
5c, we are able to visualize slight movement in the eyes.
These results open up exciting opportunities for scientists
to further explore the mechanisms of brain motion.

The use of optical flow maps also helped us to visualize
the importance of aMRI. Figure 6b demonstrates the
difficulty of being able to extract information about brain
motion from the un-amplified MRI. The displacement
vectors are randomly dispersed and don’t seem to show
any unified motion throughout the brain. The amplification
process in aMRI provides the optical flow algorithm with
more information that can be used to generate a better rep-
resentation of the motion in the ventricles and surrounding
regions as seen in Figure 6a.
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5.3. Comparison to Phase contrast

Quantitative evaluations of the amplified optical flow
maps was not possible in this work. This is mainly because
aMRI is a new methodology that is still under investiga-
tion to see if quantitative displacement measurements can
be extracted from the amplified output. In order to quali-
tative evaluate our result, we compared them to phase con-
trast MRI.Phase contrast MRI is an MR acquisition which
enables direct measurements of the velocity filed. In both
optical flow aMRI and cine PC-MRI, the general char-
acteristic of brain motion was found to be similar (Fig-
ure 8 and https://web.stanford.edu/˜iterem/
PC.mp4). On aMRI, this motion was clearly captured in
the form of vectors by the optical flow map, which visually
represented the velocity fields seen on PC-MR.

Figure 8. Comparison between Phase Contrast (PC)-MRI (top) and
optical flow maps calculated from aMRI (bottom) for (a) sagittal,
(b) coronal, and (c) axial planes. Here we show the pair of 12th
and 19th phases of a cardiac cycle (the same total number of 20
phases collected for each of the PC-MRI and volumetric 3D aMRI
methods). The optical flow maps capture the relative brain tissue
deformation over time and the physical change in shape of the
ventricles by the relative movement of the surrounding tissues.

6. Conclusion

In this project we used motion magnification and optical
flow algorithms in order to reveal and asses the sub voxel
motion of the brain ventricles due to blood pulsation and
CSF motion. The results showed that the aMRI algorithm
was implemented correctly and enable the visualization of
amplified cardiac- and CSF-induced brain tissue and ven-
tricles motion. The optical flow maps of aMRI captured
the motion in the form of vectors, and show similar mo-
tion characteristic as seen in PC-MR. The new processing
methodology may open up exciting applications for neuro-
logical diseases that affect the biomechanics of the brain
ventricles and brain fluids.
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7. Supplementary Materials
Please see the following link to view all code re-

sources used in the development of our project: https:
//github.com/ItamarTerem/CS231-Project
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